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Abstract

A sea-effect snowfall accumulated a national record-breaking snowdrift of 73 cm in Merikarvia,
on the west coast of Finland, in less than one day on 8 January 2016. A good understanding of such
heavy sea-effect snowfalls in the present climate is essential if we want to assess the probability of their
occurrence and intensity in the future. Since very few in situ observations were made of the Merikarvia
snowfall event in the sea area where the convection cells developed, we investigated the case with an
ERAS reanalysis, the Global Navigation Satellite System (GNSS), and the numerical weather prediction
model HARMONIE, using weather radar information as a reference. We aimed to study the feasibility of
the reanalysis and GNSS methods for investigating the basic characteristics of the snowband. In addition,
we examined whether the assimilation of observed radar reflectivities could improve the HARMONIE
simulations. In addition to snowfall patterns, the vertical structure of the atmosphere during the sea-effect
snowfall case was analysed. HARMONIE was able to simulate the intensity of the sea-effect snowfall sit-
uation well, but the spatial spread of the snowfall remained too narrow, and the snowband was located
slightly too far north compared to the radar observations. Assimilation of radar reflectivities increased
the simulated moisture content in the vertical direction and spread the precipitation area horizontally,
especially in the north-south direction, but shifted the most intense precipitation even more to the north.
The location of the snowfall area was captured by ERAS, but the intensity was estimated to be considera-
bly weaker, and the site of the most intense snowfall was more offshore compared to the radar observa-
tions and HARMONIE simulations. The vertical structure of specific humidity was similar and of the
same order of magnitude in HARMONIE and ERAS5. The GNSS, ERA5 and HARMONIE showed reason-
ably good agreement on the precipitable water content. The case study demonstrated that the three meth-
ods, and combinations of them, can be useful in order to obtain the best possible view of local severe
weather events as possible.

Keywords:

1 Introduction

Weather can change rapidly during the cold Nordic winter. Even small changes in
the moisture content of the air and slight variations in temperature near zero degrees
Celsius may determine whether precipitation will fall as snow, sleet, rain, freezing rain,
or ice pellets. Extreme weather events, such as sea-effect snowfall, can have severe im-
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pacts on infrastructure and human safety. Prediction and forewarning of intense snow-
fall events is highly important, especially for road traffic, because rapidly decreasing
road surface friction and reduced visibility increase the probability of severe accidents
(Juga et al., 2012).

In Finland, an essential source of energy for sea-effect snowfall is the Baltic Sea.
When cold air outbreaks originating from the north or east pour over the still unfrozen,
relatively warm Baltic Sea, the moisture flux and instability from the temperature con-
trast between the air mass and the sea surface build snowbands, which are then deposit-
ed downwind from the sea. These kinds of cold outbreaks are quite common over the
Baltic Sea in the autumn and winter and have been investigated by several authors.
Most of the studies have aimed to understand the associated dynamical processes and
thermodynamic aspects by modelling the cases numerically, e.g., Andersson and Gus-
tafsson (1994), Gustafsson et al. (1998), Vihma and Briimmer (2002), Savijdrvi (2012),
Mazon et al. (2015) and Olsson et al. (2017).

Based on previous studies, it is possible to sum up a set of local preconditions that
favour sea/lake-effect snowfalls (Jeworrek et al., 2017 and the references therein). The
large air-water temperature difference is the most important precondition for forming
snowbands, but there are other factors that support their formation. Relatively strong
wind, higher than 10 m s, is often found to be an important factor (4dndersson and
Nilsson, 1990, Savijdrvi, 2015). The ratio between the wind speed and the fetch (dis-
tance over ice-free water) is found to be between 0.02 and 0.09 m s km™', which means
lower wind speeds in the case of shorter fetches (Laird et al., 2003). The directional
wind shear from the surface up to 700 hPa is expected to be small, less than 60° (Niziol,
1987). The shape and the topography of the coasts surrounding the water body and their
exposure to the prevailing wind is also crucial for the mesoscale structures to be formed.

However, in addition to the local preconditions, it has also been noted that the real
evolution of processes depends strongly on large-scale atmospheric patterns (Savijdrvi,
2012, Mazon et al., 2015, Savijdrvi, 2015). An interesting point, not covered in detail
earlier, is the role of water vapor transport from longer distances in causing very severe
snowfalls in a relatively cold atmosphere (see section 3.1). The sea-effect snowfall cases
typically have temporal and spatial scales smaller than what can be covered by the con-
ventional weather station network and resolved by climate models. Therefore, to ana-
lyse them and their impacts, additional high-resolution information is needed. Examples
of such observations are precipitation fields from weather radar and integrated precipi-
table water (IPW) from the Global Navigation Satellite System (GNSS).

This paper is an extension of a former study of a record-breaking snowfall of
73 cm (31 mm as liquid water) that fell in less than a day in Merikarvia, Finland, on 8
January 2016 (Olsson et al., 2017). In the previous study, it was found that the
HARMONIE/AROME numerical weather prediction system captured the overall sea-
effect snowfall quite well, but the simulated weaker snowfall did not spread as broadly
along the coastline as was observed by weather radar. Numerically simulated atmos-
pheric vertical profiles of equivalent potential temperatures indicated that the atmos-
phere was unstable to vertical motions, with decreasing equivalent potential temperature
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with height. Together with colliding winds over the relatively warm and ice-free sea, a
very localised extreme snowfall was produced. In the current study, we used a newer
version of HARMONIE/AROME, and unlike the previous study, where the observa-
tions of radar reflectivities were applied only for qualitative evaluation of the model re-
sults, here, the radar reflectivities were assimilated into the modelling system. Because
very few in situ observations were made in the sea area where the convection cells de-
veloped, we examined whether assimilation of observed radar reflectivities could im-
prove the results of the simulations. Since earlier studies suggest that assimilation of the
radar reflectivity observations have a beneficial effect on numerical weather prediction,
and especially on humidity forecasts (Ridal and Dahlbom, 2017, and references there-
in), we might expect some improvement in the forecast accuracy.

The Merikarvia snow event evolved relatively quickly and, as shown later, with
an extremely low background level of IPW in the atmosphere. Therefore, we have cho-
sen the GNSS as a method that is possibly suitable for detecting small changes in IPW
with a high enough temporal resolution to analyse this kind of extreme event (Guerova
etal., 2016).

Reanalyses are dynamically consistent methods to reprocess observational data
and are therefore widely used in weather and climate research. Improvements in model-
ling and data assimilation are accommodated into the new generations of reanalysis.
With increasing spatial and temporal resolutions, as well as advancing assimilation ca-
pabilities, the chance to detect small-scale extreme weather events with reanalysis prod-
ucts increases. In this work, we put the latest reanalysis, ERAS, to the test. The authors
of this work are not aware of any published research using reanalyses to reconstruct a
severe small-scale snowfall event. ERAS moisture profiles and maps are investigated
here in detail in the snowfall case, and its 2-metre temperature and pressure data are
used as an input for the GNSS analysis.

In general, the ultimate purpose of the simulations is to obtain an upper estimate
of how reliable model-based assessments can be with regard to the occurrence and char-
acteristics of sea-effect snowfall events. Case studies of intense snowfall events also in-
crease the scientific understanding of favourable atmospheric conditions for severe win-
tertime convective weather. This is useful from the viewpoint of developing sea-effect
snowfall detection algorithms (e.g., Jeworrek et al., 2017, Kdmdrdinen and Jokinen,
2014), which could be applied to output from high-resolution climate models. In the fu-
ture, a warmer climate due to climate change might favour the occurrence of snowbands
over the Baltic Sea, because the length of the ice season is expected to decrease (Vihma
and Haapala, 2009, Mazon et al., 2015). This could increase the probability of cold-air
outbreaks occurring over the relatively warm open sea in late autumn and early winter.

In this study, we first give a description of the reanalysis data, remote sensing da-
ta, and the HARMONIE/AROME model in section 2, as well as the simulations that
were run. Then, the results of the simulations are presented and discussed in sections 3
and 4, respectively.
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2 Data

2.1  Reanalysis

The European Centre for Medium-Range Weather Forecasts (ECMWF) has de-
veloped atmospheric reanalyses of the global climate since the 1980s, starting with
FGGE reanalyses (Bengtsson et al., 1982) and followed by ERA-15 (Gibson et al.,
1999), ERA-40 (Uppala et al., 2005), ERA-Interim (Dee et al., 2011) and most recently
ERAS (Hersbach and Dee, 2016). The latter has been used in this work. It provides
gridded estimates of a large number of atmospheric, land and oceanic climate variables.
Although the whole ERAS dataset is not available yet, a first segment covering the peri-
od from 2008 to the present day is available for public use. Compared to ERA-Interim,
ERAS has a better spatial resolution as well as higher output frequency (31 km horizon-
tal, 137-layer vertical and 1-h temporal resolution). Moreover, ERAS takes into account
various newly reprocessed datasets and recent instruments (Hersbach and Dee, 2016).

In this work, ERAS products with a 1-h temporal resolution were used, except for
precipitation and convective snowfall, which were accumulated over 3 hours. In addi-
tion to investigating ERAS moisture profiles and maps in detail for the snowfall case, its
2-m temperature and pressure data were used as an input for the GNSS analysis. Both
were linearly interpolated to the GNSS stations in the horizontal and vertical.

2.2 Global Navigation Satellite System tropospheric products

Meteorological applications of geodetic satellite observations have existed since
the early 1990s, after the publication of Bevis et al. (1992 and 1994). Zenith total delay
(ZTD) can be computed from the Global Navigation Satellite System (GNSS) observa-
tions and turned into an amount of water vapour using surface measurements of pres-
sure and temperature.

Observational data acquired from GNSS receivers are processed by GNSS data
processing software to obtain the corresponding tropospheric products, i.e., ZTD and
their uncertainties (o). These values, accompanied by additional meteorological data
and different physical constants with their uncertainties are used in a second phase of
data processing, the conversion of ZTD and 6z1p to values of IPW and ojpw.

Approximately 60 GNSS sites between 50—70° N, 10-37° E were chosen to ana-
lyse the Merikarvia snow event (Fig. 1). GNSS data (from national and international
networks) was processed with the GAMIT/GLOBK software (Herring et al., 2015),
with the main attention paid to the evolution of GNSS-IPW in the sub-area of 56-66° N,
16-32° E in 1-h steps.

Surface meteorological data were initially obtained from in situ measurements at
co-located meteorological sites, with a co-location radius <30 km, and interpolated to
GNSS antenna heights. Additionally, the 2-m air pressure (Ps) and temperature (Ts)
were derived from ERAS and interpolated to the GNSS antenna heights. These data
were used to generate meteorological Receiver Independent Exchange Format (RINEX)
files for GNSS data processing. ERAS data has been compared with in situ meteorolog-
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ical measurements, and the differences were found to be ca. 1 hPa for pressure and 1 K
for temperature.

Due to non-continuous data streams from several meteorological sites and very
small differences compared to in situ measurements, it was considered reasonable to
base the IPW analysis on ERAS data.

From a practical point of view, it is necessary to obtain not only values for GNSS-
IPW but also the uncertainty (opw) of these values, especially if we want to compare
the results with independent techniques and observations. An extensive overview of the
methods and relevant error sources of GNSS measurements can be found in Ning et al.
(2016). For the Merikarvia case, we selected the theoretical method by Ning et al.
(2016). The choice was based on the fact that we did not have three or more co-located
IPW time series from independent techniques, as would have been required for a statis-
tical analysis. Three somewhat different approaches were adopted (Appendix A).

Usually, the realistic GNSS-IPW uncertainty values stay below 1 mm, which
makes the conversion process challenging for a winter-season atmosphere with extreme-
ly low background IPW values (usually ~1-3 mm) in the northern areas.

2.3 Model description

HARMONIE in the ALADIN-HIRLAM NWP system is a non-hydrostatic con-
vection-permitting mesoscale model (Bénard et al., 2010, Brousseau et al., 2011,
Bengtsson et al., 2017). In this work, the HARMONIE-AROME model configuration of
the HARMONIE model was used. It is run operationally at the Finnish Meteorological
Institute (FMI) at 2.5-km resolution. The model has 65 levels in the vertical, and the top
is at 10 hPa. In our model setup, the simulation domain covers Finland, Scandinavia and
the Baltic countries (Appendix B). Because the HARMONIE model simulates weather
conditions in a limited area, information from the lateral boundaries of this area is need-
ed. The boundary conditions for HARMONIE runs are obtained from the IFS (Integrat-
ed Forecast System), which is an operational global forecasting system at the ECMWFEF.
These boundary conditions are updated every hour.

High-resolution models, such as HARMONIE, no longer rely on a convection pa-
rameterization scheme since the small-scale convective phenomena can now be re-
solved. This is advantageous, since parameterization of convection is a large source of
error and uncertainty in lower-resolution mesoscale models (Prein et al., 2015,
Weusthoff et al., 2010).

In our research, the HARMONIE model version 40h1.1 was used. In the model
setup, the forecast model and analysis system were those of the AROME model from
Meétéo-France (Seity et al., 2011, Brousseau et al., 2011). Version 7.3 of surface scheme
SURFEX was used to calculate atmospheric processes near the underlying surface.
SURFEX consists of a set of models for the description of the different types of surfac-
es: urban environments, soil, and sea and inland water bodies (SURFEX Scientific Doc-
umentation, Masson et al., 2013).

Data assimilation is used in HARMONIE, meaning that a running model simula-
tion is corrected at regular time intervals with observations. In data assimilation, we
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compared model predictions and observations and adjusted the model state so that it
was closer to the observations. The purpose was to determine the initial state of the at-
mosphere as accurately as possible to improve the quality of the forecasts. The data as-
similation method used in HARMONIE for upper air observations was the 3D-Var data
assimilation system. The analysis cycle with data assimilation was performed every
three hours. Surface data assimilation was conducted using the optimal interpolation
(OI) method. Operationally assimilated in situ observations included surface synoptic
observations (SYNOP), sea-based stations (SHIP), aircraft reports (AMDAR, AIREP,
ACARS), buoy observations (BUOY), radiosondes (TEMP) and wind profiler (PILOT)
observations.

Fig. 1. GNSS sites (left, red triangles, VAA2 - Vaasa, OLK2 - Olkiluoto, FINS - Finstrom, SUR4 -
Suurupi, SODA - Sodankyld) used in this study and OPERA radar data (right, yellow spots) from Finland,
Sweden, Norway, Denmark and Estonia (radar in use in 2016). Merikarvia is marked with a red spot.

2.4  Pre-processing and assimilation of radar reflectivities

Weather radar observations provide three-dimensional information about precipi-
tation and wind with good temporal and spatial resolution. Observations are made up to
250 km around a single radar location, with sub-kilometre resolution and an interval of
5 to 10 minutes. This makes radar an advantageous tool in detecting sea-effect snow-
falls, because they are typically localized and form offshore.

The location and intensity of the precipitation is analysed from radar reflectivities.
Radar reflectivities were assimilated using the 1D+3D-Var assimilation method first in-
troduced by Caumont et al. (2010) and later operationally implemented by Wattrelot et
al. (2014). In this method, a one-dimensional Bayesian scheme is first used to retrieve
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vertical humidity profiles from radar reflectivities, and these humidity retrievals are then
assimilated into the 3D-Var assimilation system. Additionally, dry profiles with no re-
flectivity were assimilated, since an important part of radar assimilation is also to assim-
ilate areas where the model indicates precipitation but the radar does not. Hence, an ob-
servation of reflectivity will either moisten the model in areas where the model indicates
no precipitation or adjust the intensity in precipitation areas (Ridal and Dahlbom, 2017).

Before assimilation, some quality control steps were performed on the radar data.
These included checking for errors and format differences in the data from different
countries, horizontal thinning, and blacklisting of the lowest elevation angle scans of
each volume to avoid clutter. The quality control steps inside the HARMONIE/AROME
radar data assimilation system are described in more detail by Ridal and Dahlbom
(2017) and Gustafsson et al. (2017).

In this work, we used OPERA (The Operational Weather Radar in Europe) data,
including radar from Finland, Sweden, Norway, Denmark, and Estonia. The radar in use
in 2016 can be seen in Figure 1. Near the edges of the visibility area, radar can detect
precipitation only if the precipitation falls from a cloud higher than 6 km. For liquid
precipitation, this is a good assumption, but not for snowfall. Precipitation from a cloud
higher than 2 km can be detected inside a 120-km radius from the radar. During the
winter, the visibility area is somewhere between the 120-km radius and the whole visi-
bility area.

2.5 Simulations

The Merikarvia sea-effect snowfall case was simulated by two experiments with
the HARMONIE model: a simulation without assimilation of radar reflectivities (NR
hereafter) and a simulation where radar reflectivities were assimilated (R hereafter). The
results from the simulations were compared to each other and to radar observations to
determine whether the assimilation of the radar reflectivities improves the model per-
formance in simulating the sea-effect snowfall case. Three hours on 8 January 2016
were selected for closer examination: 05 UTC, 13 UTC and 21 UTC. These were the
same hours as previously studied by Olsson et al. (2017). Due to assimilation, both of
our simulations consist of several forecast cycles, starting from 00 UTC with 3-hour in-
tervals, each of which lasts 48 hours. Within both simulations, we qualitatively evaluate
which cycle gives the best results compared to radar observations.

3 Results

3.1 The overall meteorological situation

In late December 2015, a very large amount of warm and humid air was transport-
ed to the Arctic region by storm “Frank”, one of the strongest North Atlantic storms on
record (Kim et al., 2017). Binder et al. (2017) have shown that the 2015/2016 record-
breaking warm winter was the result of a very unusual configuration of large-scale at-
mospheric flow that came along with other regional extremes. One of these was the
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Merikarvia heavy snow event (Fig. 2d). A very important role was played by a blocking
anticyclone over Scandinavia and NW Russia, which lasted for more than two weeks
and enabled cold and dry air masses over the Northern Baltic Sea region. The favoura-
ble conditions for sea-effect convective precipitation were lasting for approximately ten
days. Since 2 January 2016, the snowbands were mostly over the Gulf of Finland and
the Northern Baltic Proper and Aland Sea, then starting on 6 January, they also extend-
ed to the Bothnian Bay and the Bothnian Sea. These snowfall events lasted a few days
after the Merikarvia event. The mesoscale structures of precipitation were very variable
depending on the larger scale air flow direction and the characteristics of the prevailing
air masses. The structure of the cloudfield from MODIS Terra on the morning of 8 Jan-
uary 2016 is given by Figure 2a. All favourable conditions for cold-season convection
(Jeworrek et al., 2017) were fulfilled on 8 January: the 10-m wind was stronger than 10
m/s, the 2-m temperature was lower than 278 K, the temperature difference between the

272.39 274.15 275.9 277.66

Fig. 2. (a) MODIS Terra RGB showing various types of convective snowbands over the Northern Baltic
Sea on 8 January 2016 at 10:20 UTC. (b) GNSS-IPW fields (mm) at 13 UTC. (c) Copernicus CMEMS
sea surface temperature (K) at 00 UTC. (d) One-hour accumulated precipitation (mm/h) observed by
weather radar at 13 UTC. Merikarvia is marked with a red spot.



Sea-Effect Snowfall Case in the Baltic Sea Region Analysed by Reanalysis, Remote Sensing... 73

surface and 850 hPa was more than 15 K, the boundary layer height exceeded 1000 m
and there was a wind shear in the layer between 10 m and 700 hPa. Due to the warm
autumn, the Baltic Sea was still open, enabling a long fetch over relatively warm water
(Fig. 2¢) when cold arctic air masses reached the area.

3.2 Atmospheric moisture fields

As seen from Figure 3, the most intense snowfall (as measured by the weather ra-
dar network) is well captured by ERAS. Regarding the timing and location, there is a
good agreement between ERAS and the HARMONIE output and radar observations.
However, ERAS estimates precipitation to be considerably weaker (more than 7 times),
showing the highest values above the sea (approximately 3 mm from 12 to 15 UTC on

Fig. 3. Three-hour accumulated precipitation (mm, top left) and convective snowfall (mm of water equiv-
alent, top right) estimated by ERAS on 8 January 2016 at 15 UTC. For comparison, three-hour accumu-
lated precipitation from radar images (bottom left) and the HARMONIE simulation with assimilated radar
reflectivities (bottom right) are shown. The sea level pressure (hPa) is also shown for HARMONIE (bot-
tom right). The vertical sections along 21° E and 62° N used in Figures 4 and 7 are marked in the top left
figure.
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8 January), where most of the precipitation occurs due to the convective snowfall. The
latter contributes up to 65% of the total precipitation. According to ERAS, precipitation
above land was less pronounced, reaching its maximum intensity three hours later (ap-
proximately 1.8 mm from 15 to 18 UTC at 62.2° N 21.5° E, not shown).

Vertical cross-sections of specific humidity along 62° N and 21° E up to the 700
hPa level reveal that the maximum values appeared at approximately 12 UTC near the
surface (approximately 2.2 g/kg, Fig. 4). The humidity decreased linearly with height.
Such layering was present roughly two degrees in the northward/southward and west-
ward/eastward directions from 62° N, 20.5° E. A very similar situation was detected in
the temperature fields. The 2-m temperature at this point is just below 273 K, while the
temperature 200 km farther is 5-10 K lower (not shown).
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Fig. 4. Vertical cross-sections of specific humidity (g/kg) up to 700 hPa along 62° N (left) and along 21°
E (right) based on ERAS data (top row) and the HARMONIE simulation with assimilated radar reflectivi-
ties from forecast cycle 2016010812 on 8 January 2016 13 UTC.

The time evolution of IPW, as generated using the GNSS method in 1-hour time
steps, is presented in Figure 5 for a selection of GNSS stations over Finland. A rapid
increase in [PW during a 16-hour time period can be seen. An interesting feature is the
more humid air that approached from the south (Fig. 2b). We note an advection of mois-
ture from Sweden over the Turku archipelago at 05 UTC. The well-developed IPW peak
over Olkiluoto (the closest GNSS site to Merikarvia) developed within a few hours,
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reaching the peak value at 13 UTC and completely disappearing at 21 UTC. No similar
peaks that are clearly distinguishable from the background can be noticed in adjacent
GNSS sites (Finstrom and Vaasa, Fig. 5) or the eastern GNSS sites inland. This coin-
cides well with the information obtained from the radar and from the HARMONIE
model. Unfortunately, we do not have GNSS data from the open sea.
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Fig. 5. Top panel: Integrated precipitable water (IPW) time series for 7-10 January 2016 are shown for
five GNSS sites (VAA2 - Vaasa, OLK2 - Olkiluoto, FINS - Finstrom, SUR4 - Suurupi, SODA - So-
dankyld) with error bars for the nearest site, Olkiluoto (red). Comparison of GNSS-IPW with IPW ex-
tracted from ERAS and HARMONIE for the Olkiluoto (middle panel) and Vaasa (bottom panel) GNSS
sites. Three different forecast cycles (red, yellow and pink, 2016010812, 2016010800 and 2016010700,
respectively) are shown for HARMONIE with assimilated radar reflectivities. DOY stands for day of the
year.
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An analysis of the uncertainty opw in the IPW values obtained from GNSS meas-
urements was performed using three methods (Appendix A). The results for temporal
averages of opw at seven GNSS stations during 7-9 January 2016, given in Table Al,
show slight differences between the methods. In the top panel of Figure 5, the GNSS-
IPW uncertainty ranges are depicted for Olkiluoto, the nearest GNSS site to Merikarvia.

To gain better confidence in the GNSS results, we compared the GNSS-IPW at
two sites (Olkiluoto and Vaasa) with the IPW extracted from ERAS5 and HARMONIE
simulations (middle and bottom panels in Figure 5). The comparison of IPWs from
GNSS, ERAS and HARMONIE shows relatively small differences (~1 mm), while the
uncertainty oipw in the GNSS values at Olkiluoto stay within + 0.5 mm during the peak
of the snow event (top panel Fig. 5). Similar tendencies, such as that described in Figure
5, were noticed for all sites — the ERAS5 results were smoother, but the differences
stayed within ~1 mm. It can be concluded that the GNSS-IPW values used in this analy-
sis are reliable.

3.3 Outcomes from the HARMONIE simulations

Radar observations of the Merikarvia snowfall case at 05, 13, and 21 UTC on 8
January (Fig. 6) were chosen for closer analysis. At 05 UTC, the snowfall band was di-
rected from the south to the north and was still located in the sea area in front of Meri-
karvia. At 13 UTC, the snowfall had intensified and was partly located over land areas.
At 21 UTC, the snowfall area had grown smaller and slightly weaker.

Throughout 8 January, according to the HARMONIE simulations, the sensible
heat flux over the sea was directed upwards to the atmosphere (i.e., heat loss from the
sea) due to the cold south-westerly flow over the relatively warm Baltic Sea, supporting
convection. The sensible heat flux was strongest during the night, 0006 UTC, over the
sea area from Aland to the west coast of Finland (not shown). The highest values, up to
350 W/m?, were found near the west coast, decreasing there towards the end of the day
to 60—140 W/m®. The upward latent heat flux from the sea had a temporal and spatial
variability similar to that of the sensible heat flux. The highest values, up to 160 W/m?,
occurred during the night and decreased to 50-80 W/m” over the course of the day. The
correspondence between HARMONIE and ERAS was good for temporal and spatial
patterns of the heat fluxes, but in ERAS, the values were distinctly smaller, 80 W/m? at
the highest for the sensible heat flux and 50 W/m? at the highest for the latent heat flux.

There is a good agreement of the HARMONIE output with ERAS and the GNSS
method. Although ERAS5 estimates precipitation to be relatively weaker in contrast to
HARMONIE simulations (Fig. 3), the vertical profiles of specific humidity (Fig. 4) are
very similar in ERAS and the HARMONIE simulation according to shape and maxi-
mum values. The greatest difference comes from the resolution, as HARMONIE is able
to simulate more distinct variations in the specific humidity fields.

Additionally, the IPW time series show good agreement between ERAS, the
GNSS method and HARMONIE simulations, with GNSS showing the largest varia-
tions. Thus, the greatest differences can be found between different forecast cycles and
simulation with (R) and without (NR) radar assimilation (Fig. 5). The R simulation ini-
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tiated at 7 January at 00 UTC (2016010700) was not able to forecast the highest peak of
IPW in Olkiluoto at approximately noon on 8 January, as the simulated values were
0.8-0.9 mm lower compared to ERAS, the GNSS method and forecast cycles initiated
later. Nevertheless, in Vaasa, the forecast cycle 2016010700 performed as well as the
other methods. In both locations, the forecast cycle initiated on 8 January 00 UTC
(2016010800) simulated the cycle and variation of IPW closest to ERAS5 and the GNSS
method. The cycle initiated closest to the most intense precipitation (2016010812) simu-
lated the peak values close to ERAS and the GNSS method, but the forecast for the fol-
lowing hours was too moist in both locations.

Adding radar assimilation to HARMONIE increased the moisture content, espe-
cially in the lower model levels and within the precipitating cloud. HARMONIE NR
simulations had IPW values that were too low (0.5—-1 mm lower), especially between
12-24 UTC on 8 January, compared to ERAS, GNSS and HARMONIE with R.

Figure 6 shows the hourly accumulated total precipitation for a simulation with
assimilation of radar reflectivities (R) and the difference between the R and NR simula-
tions for the cycle initiated at 03 UTC on 8 January 2016. When the results from the
simulations are compared with the radar observations at the same hour (the left panel in
Fig. 6), we note that the location of the strongest snowband offshore of Merikarvia is
well captured by HARMONIE in both simulations. The assimilation of radar reflectivi-
ties spread the total area of simulated precipitation, produced a clearer hook to the
coastline, and the area of maximum precipitation grew slightly stronger. In particular,
the HARMONIE with an R simulation intensified the precipitation north of the NR
simulation.

In Figure 6, convergence zones are also shown. In these zones, near-surface winds
converged, which led to vertical air movement that further enhanced the convective
snowfall. In both simulations, NR and R, the offshore convergence zones were located
very close to the snowband. When the snowfall reached the coast at approximately 10
UTC, two convergence zones formed, one along the coastline on both sides of the
strongest snowfall and another along the strongest snowband, perpendicular to the
coastline.

Figure 7 illustrates the vertical cross-section of the simulated sum of cloud ice and
water, as well as the meridional wind speed. The convergence zones near the coastline
can be seen distinctly as the meridional winds show a sharp gradient in wind speed and
direction. Data assimilation intensified the near-coastline cloud water and ice (Fig. 7,
columns A and B) and spread them in a south-north direction (Fig. 7, columns C and D)
compared to the simulation without assimilation of radar reflectivities. In addition, the
assimilation of radar reflectivities removed an upper-level tail from cloud water and ice
content above the sea (Fig. 7, columns A and B). The cloud water and ice content was
higher in the lower model levels with assimilated radar reflectivities, and the cloud wa-
ter and ice were preserved longer during the day (Fig. 7). Assimilation of radar reflec-
tivities increased the southerly wind speeds in all forecast cycles compared to
HARMONIE with NR.
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When the results from other forecast cycles (not shown) were compared with ra-
dar images, it was found that the location of the snowband differed from the radar ob-
servations the most in the first four forecast cycles, initiated 23—41 hours before the
time of analysis. The simulated location of the snowband was far too north in both the
simulations, and the precipitation area was smaller than in forecast cycles initiated later.
The last three forecast cycles were more accurate with the location of the snow band,
but the extent of the strongest snowfall area was still narrower than observed and locat-

ed slightly too far north (not shown).
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Fig. 6. One-hour cumulative precipitation (mm/h) in the radar images (left panel) and forecast cycle
2016010803 at 05 (top), 13 (middle), and 21 (bottom) UTC on 8 Jan 2016 simulated with HARMONIE
with assimilated radar reflectivities (middle panel). Simulated convergence zones are shown with red con-

tours. The difference between HARMONIE with (R) and without (NR) radar assimilation is in the right
column (mm/h).
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Fig. 7. Vertical cross-section from model levels 29-65 (up to ~700 hPa) of cloud water and ice (g/m2)
and meridional wind speed (m/s, southerly in red, northerly in blue) along 62° N (13°-24° E, columns A
and B) and along 21° E (60°-64° N, columns C and D), as simulated by HARMONIE for NR (columns A
and C) and R (columns B and D). The forecast cycles are 2016010806 (top row), 2016010809 (middle
row), and 2016010812 (bottom row) at 13 UTC on 8 Jan 2016.

4 Discussion

The source of the moisture for precipitation above the sea cannot be distinguished
in the detection process of past sea-effect cases. The moisture can drift long distances
instead of originating from the non-frozen Baltic Sea, and remote sources of moisture
hamper the detection. Since very few in situ observations were made in the sea area
where the convection cells developed, we investigated this case with an ERAS reanaly-
sis, the Global Navigation Satellite System (GNSS), weather radar, and the numerical
weather prediction mode]l HARMONIE to the best possible view of the snowband.

We treated radar measurements as a reference method because they provide the
needed temporal and spatial coverage to monitor precipitation on a regional scale. The
typical measurement resolution and coverage over sea areas of an operational weather
radar (~500 metres, ~5 minutes) is superior in comparison, e.g., to a network of precipi-
tation gauges. Nevertheless, quantitative snowfall estimates with weather radar are still
a challenge because of the variability in the properties of snow crystals and snowflakes
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that evolve inside a snowstorm (von Lerber, 2018). The challenge stems from the large
uncertainty in the microphysical properties of snowfall, i.e., the effect of the density and
size of snow particles on the measured back-scattered power. In addition, since radar
observes precipitating clouds above the ground and the measurement height increases
with distance from the radar, the actual accumulated snowfall on the ground might be
some kilometres off depending on the wind speed and direction.

From radar snowfall images, it can be seen that the area of the actual snow event
was extremely narrow, not exceeding ca. 35 km. Taking into account the temporal and
spatial scale of such a sea-effect case, ERAS as a global reanalysis with a 30-km hori-
zontal resolution showed good agreement with the other methods used. The timing and
location of the snowfall were accurately estimated. This suggests that reanalyses are
able to detect not only regional long-term trends but also local short-term extreme
weather events. This benefit is clearly overlooked, and more is yet to be discovered in
the future as reanalyses keep improving. On the other hand, the magnitude of the snow-
fall intensity was underestimated, and correctly capturing it still appeared to be beyond
the capabilities of ERAS.

The GNSS-IPW maps generated for 7-9 January 2016 show the evolution of IPW
fields during this time period. Local peak values of IPW can be observed on 8 January
at Olkiluoto. The density of GNSS sites situated in and around the Merikarvia area is
not sufficient for a more detailed analysis of the precipitation process at this scale. It is
also impossible to obtain GNSS-data from the sea area. However, the GNSS results can
be used to calibrate NWP models at GNSS sites at the areas of interest (OLKI, VAA2,
FINS, etc.). Additional benefit from GNSS observations can come for operational
weather services if the GNSS data could be assimilated in near real time.

According to the WMO Rolling Review of Requirements for IPW
(http://www.wmo-sat.info/oscar/variables/view/162), the goal for nowcasting, NWP and
climate research is to reach uncertainty values below 1 mm. A theoretical analysis (Ning
et al., 2016) of GNSS-IPW uncertainty for Merikarvia case demonstrates that these re-
quirements are fulfilled, but it is not the final truth, because statistical analyses (with
three or more independent methods) may give higher uncertainty values. A statistical
analysis of the results could be possible only for the Sodankyld site (has at least three
independent techniques for obtaining the IPW time series), but it would be too far to
make decisions about the extremely local Merikarvia snow event.

However, there is great improvement to be gained for data availability and quali-
ty. One issue is the density of the GNSS sites in the network, but it is equally important
operatively to have high-quality meteorological data for these GNSS sites. Ideally an
automatic weather station (AWS) should be installed together with the GNSS receivers
(which is true for the majority of Estonian sites used in this analysis) to avoid interpola-
tion errors from co-located meteorological sensors in a radius of ca. 10-30 km. High-
quality meteorological data will ensure more accurate ZTDs thanks to realistic a priori
meteorological constraints for the GNSS data processing software.

Models are a powerful tool in estimating the state of the atmosphere and investi-
gating possible changes in it, as well as in making physical sense of observational data.
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This is especially true for areas where the scarcity of observing systems restricts inves-
tigation (e.g., seas, large lakes, polar regions). We performed two HARMONIE simula-
tions: one with the assimilation of radar reflectivities and the other without. The assimi-
lation of radar reflectivities did not significantly improve the skill of the forecast in this
particular case, as HARMONIE performed well even without radar reflectivities. Never-
theless, the assimilation of radar reflectivities lowered the top of the cloud water and ice
and added moisture to lower model levels. It also spread the precipitation area in the
south-north direction on the coastline and intensified the strongest snowband over the
land, which improved the results compared to ERAS, the GNSS method and radar im-
ages.

The forecast cycles that were initiated more than 24 hours before the event gave
the weakest results, especially concerning the location of the snowband when compared
to radar observations. The results in the forecast cycles that were initiated closer to the
event corresponded best with the radar observations in both simulations. In these cycles,
the location and the pattern of the precipitation area was well simulated but still slightly
too far north.

When radar reflectivities were assimilated to HARMONIE the most intense pre-
cipitation area was shifted even more to the north. The reason for this behaviour is be-
yond the scope of this study. One possibility is that increased southerly winds drive the
precipitation towards the north. Some of the difference in the location originates from
the analysis of the precipitation, because radar sees the precipitating cloud and
HARMONIE simulates the accumulated snow cover over land. In addition, because the
radar reflectivities are assimilated into HARMONIE at the time of analysis, the effect of
added/reduced moisture fields might not be long-lasting in model simulations as added
moisture is precipitated out. Due to this fact, the impact of the assimilation of radar re-
flectivities might not be visible many hours after the analysis time. However, the fore-
cast cycle with radar reflectivities initiated as close to the maximum intensity of the
snowband as possible did not improve the accuracy of the simulation, because the max-
imum intensity of the precipitation added to the HARMONIE increased the moisture
content too much, preserving IPW values that were too high for too long compared to
ERAS and the GNSS method. The snowband was still visible, although distinctly weak-
er, in radar images on 9 January, but because the radar reflectivities were assimilated to
HARMONIE only at the analysis time, the information of the evolution of the snow-
band observed with radar was not added to the simulation.

Advanced methods are required in order to be able to produce a comprehensive
view of the probability of occurrence of sea-effect snowfall in the past and to assess the
influence of climate change in the future. In the future, we plan to perform a similar
analysis of simulations of known past sea-effect cases in Finland. It would be of great
relevance to see whether and how the assimilation of radar reflectivities affects simulat-
ed precipitation and air flow patterns in several recent past sea-effect snowfall cases.
The findings would increase the scientific understanding of favourable atmospheric
conditions for the occurrence of severe wintertime convective weather. They would also
be useful from the viewpoint of developing sea-effect snowfall detection algorithms (as
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in Jeworrek et al., 2017), analogous to the freezing rain algorithm developed and uti-
lized by Kdmdirdinen et al. (2017a, 2017b).

5 Conclusions

We analysed a strong small-scale sea-effect snowfall case in Merikarvia, Finland.
In this work, we had three main questions: 1) Is ERAS reanalysis capable of recon-
structing a severe snowfall event? 2) Is the density of the GNSS sites in and around
Merikarvia sufficient for a detailed analysis of [PW within such a small area? 3) And
finally, could assimilation of observed radar reflectivities improve HARMONIE simula-
tions? The last question was motivated by the fact that no assimilation of radar reflectiv-
ity data in HARMONIE has been previously performed in Finland for the purpose of
studying sea-effect snowfall.

We treated radar as the reference method in this study. Regarding intensity and
location, radar may give the most accurate precipitation estimate, but it does not provide
much information about the origin of the event. Hence, it is useful to pair radar observa-
tions with models and the GNSS output.

Reanalysis involves significant time latency — it cannot give any improvement for
severe weather forecasting, but it can be used afterwards to check whether the forecasts
and measurements (including possible measurement errors) were realistic. The state-of-
the-art ERAS reanalysis should presently be the most reliable reference, at least on a
larger scale. However, it is a result from a model. In this case study, ERAS5 showed
good agreement with other methods, but the magnitude of the small-scale snowfall in-
tensity was distinctly underestimated.

The GNSS method for IPW is based on in situ measurements, and the results can
be obtained in near real time. An uncertainty analysis shows that the IPW values ob-
tained from GNSS measurements can be trusted over land and satisfy the requirements
set for NWP and climate research. However, in our Merikarvia example, it is observed
that the GNSS data is problematic for processes evolving over the sea. As an example,
we could detect a clear increase in IPW at only one coastal site (Olkiluoto), without any
idea about the true horizontal scale of the anomaly. The results with given uncertainties
could be compared with different independent techniques (including calibration of nu-
merical models). It may help in forecasting severe weather events if the GNSS products
could be assimilated into the forecast model. They can also serve as a near real-time ref-
erence and in early warning systems for severe weather events.

Finally, adding data assimilation of radar reflectivities did improve the
HARMONIE simulations by increasing the moisture content of the boundary layer and
spreading the most intense precipitation area. We found, however, that the cycle that
initiated the closest (12 UTC) to the most intense precipitation did increase the precipi-
table water content of the forecast too much and preserved it for too long compared to
ERAS and GNSS data. The forecast cycle initiated 12 hours prior to the most intense
precipitation simulated the snowfall case well and outperformed the HARMONIE simu-
lation without data assimilation of radar reflectivities.
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Appendix A. Uncertainty analysis of integrated precipitable water from GNSS

The temporal mean uncertainties cpw in the [IPW values obtained from GNSS
measurements were calculated by three methods: A) obtained directly from GAMIT
metutil, B) derived from calculated ZTD and ozp by a method described by Ning et al.
(2016) and C) by method B, but with a constant 6zrp = 4 mm, as claimed by the Inter-
national GNSS Service (IGS) for their tropospheric product.

In this work, the method developed by Ning et al. (2016) for the GRUAN GNSS
product is currently used without information on additional uncertainties from orbital
errors (adding ca. 3 mm to the ozrp values calculated by EPOSS8 software for GRUAN)).
Not using these additional uncertainties is compensated for by the use of different
methods by GAMIT for deriving realistic uncertainties and optionally by the use of the
IGS-supported 6zrp = 4 mm (method C).

Table Al. GNSS-IPW mean uncertainties (in mm), as calculated by methods A, B and C and averaged
over the 7" to 9™ of January 2016.

Site oppw (method A) | opw (method B) opw (method C)
OLKILUOTO 0.45 0.51 0.63
TUORLA 0.45 0.5 0.62
VAASA 0.44 0.49 0.62
FINSTROM 0.43 0.5 0.64
SUURUPI 0.39 0.45 0.63
SODANKYLA 0.56 0.6 0.62
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Appendix B. Model domain in the HARMONIE-AROME simulations

The model domain in the simulations is shown in Figure Bl.

Ts Merikarvia_radar fc2016010812+001grib

Fig. B1. Example of a surface air temperature (K) in HARMONIE showing the size of the model domain.
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Appendix C. Abbreviations

ECMWE European Centre for Medium-Range Weather Forecasts

EPOSS Earth Parameter and Orbit System Software, developed by GFZ

FMI Finnish Meteorological Institute

GAMIT/GLOBK | a comprehensive suite of programs for analyzing GNSS measurements,
developed by MIT, Scripps Institution of Oceanography and Harvard
University with support from the National Science Foundation

GNSS Global Navigation Satellite System

GRUAN Global Climate Observing System (GCOS) Reference Upper-Air Net-
work

IFS Integrated Forecast System

IGS International GNSS Service

IPW integrated precipitable water

Ol Optimal Interpolation method

OPERA The Operational Weather Radars in Europe

RINEX Receiver Independent Exchange Format - a data interchange format for
raw satellite navigation system data

WMO World Meteorological Organization

ZTD

Zenith total delay




